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Abstract
Introduction and Objective. It has been proven that e-noses can successfully differentiate between drainage and river 
water samples. However, it was supposed that the classification accuracy in the previous article from the series could have 
been refined. The aim of the article was to improve the classification accuracy of surface water samples analyzed with a 
gas sensor array.   
Materials and Method. The multidimensional data on which the machine learning models were trained was derived from 
river water, drainage water and synthetic air samples measured using an array comprising 17 gas sensors. In this research, 
the unsupervised t-SNE and k-medians were used for dimensionality reduction, visualization on 2-dimensional plane, and 
clustering. Subsequently, supervised classificators XGBoost and AdaBoost.M1 were trained and compared with regard to 
the achieved quality of classification of objects into correct classes.   
Results. The visualization using t-SNE and clustering with k-medians clearly distinguished the observations from the water 
sample and different drainage samples. The applied supervised machine learning methods achieved 88.8% and 89.2% 
correct classifications on the test set for the XGBoost and AdaBoost.M1 models, respectively.   
Conclusions. Despite the absence of statistical significance in differences of medians in most of the multiple comparisons 
between sample groups for all the classical indicators, the electronic nose allows differentiating and correctly classifying 
surface water samples with high accuracy.
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INTRODUCTION AND OBJECTIVE

With the development of new technologies and artificial 
intelligence, mankind has been looking for the solutions to 
quickly detect anomalies or distinguish between dissimilar 
objects. Electronic senses have become particularly helpful 
in this regard: the electronic nose, eye and tongue, which can 
operate separately or together. E-noses are used in various 
industries, i.e. food [1], medical [2], agricultural [3], as well as 
in environmental research, including those related to water 
quality [4] and wastewater treatment [5], among others.

The authors have dealt with the topic of classifying samples 
from drainages and river water in the past, and in a previous 
paper [6] noted that there is potential for using an electronic 
nose consisting of 17 MOS sensors and machine learning 
models for this purpose. This paper aimed at improving 
the classification accuracy of multivariate data by selecting 
unsupervised and supervised models that can handle the 
classification task more effectively. In view of the results 
obtained in the mentioned article, supervised methods based 
on a tree structure were selected. A thorough statistical 
analysis of measurements from reference methods of surface 
water quality testing was also performed. Improving the 

quality of drainage water classification by means of machine 
learning methods could contribute to the effective detection 
of the situations in which drainage water quality deviates from 
the reference. Such a condition is particularly problematic 
due to the fact that this type of water runs off, among others, 
from agricultural fields, often carrying nutrient elements 
from fertilizer leaching, as well as residues of plant protection 
products, or other potentially dangerous micropollutants 
that pose a threat to human health [7]. Nutrients entering 
surface waters may contribute to their eutrophication, and 
may also enter animal watering places. Thus, monitoring 
and screening of drainage water and other runoff discharged 
into surface waters facilitates taking preventive measures and 
can contribute to the prevention of water eutrophication, as 
well as reduce the spread of pollutants that negatively affect 
ecosystems and, thus, human health.

MATERIALS AND METHODS

Drainage and river water samples were taken within the 
People’s Park in Lublin, eastern Poland. The river water 
for testing was taken from the Bystrzyca River, the first (1) 
drainage water sample at a point behind the embankment, 
samples labeled 2 and 3 at equidistant and adjacent points, 
and sample 4 from a point at the end of the park. The 5 
samples (river and drainage water samples), along with 
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a reference synthetic air sample, were measured using a 
gas array comprising 17 Figaro sensors, constructed by 
researchers at Lublin University of Technology, which was 
used in the previous work in this series [6].

The data collected from the gas sensor array included 17 
variables with measurement results (each variable represented 
one Figaro sensor) and a variable that contained information 
about the type of sample from which the observation came. 
These data were processed using unsupervised learning 
algorithms, i.e. t-SNE and the k-medians clustering method. 
Then, using the original data set containing 18 variables, 
which was divided in a 4:1 ratio (80% of observations in 
the training set, 20% in the test set) supervised models 
XGBoost and AdaBoost.M1 were trained. The parameters 
of these models were selected using hyperparameter grids, 
and the models were trained using a 5-fold cross-check 
through which validation took place and model overfitting 
was controlled.

The t-SNE (t-distributed stochastic neighbour embedding) 
method is an unsupervised machine learning method for 
reducing the dimensionality of input data. In the standard 
method, the user predetermined parameters are perplexity 
u, momentum  α (in R it equals 0.8 as default) and learning 
rate η (in R it equals 200 as default). At the beginning of the 
algorithm, the conditional probabilities pi|j of xi selecting 
observation xj as its neighbour are calculated. In the Barnes-
Hut algorithm [8], these probabilities are defined as:

 (1)

Ni denotes the set of indices 3u of the closest observations 
relative to xi, while σi denotes the standard deviation of the 
Gaussian function centred at xi. The symmetrised conditional 
probability (pair-wise similarity) is then defined by the 
formula:

 (2)

where n is the number of all observations in the dataset. In 
the new reduced space of variables, the joint probabilities 
are expressed by the formula:

 (3)

The t-SNE algorithm seeks to minimize the differences 
in pij and gij distributions by means of minimizing the cost 
function – Kullback-Leibler divergence:

 (4)

The problem of minimizing this function is solved using 
the gradient descent method. The Barnes-Hut algorithm 
reduces the computational complexity of the problem by 
defining conditional probabilities pj|i according to equation 
(1) and approximating large distances between observations 
in a new space of variables using quadtrees. The parameter 

controlling how these distances are approximated is θ – the 
larger it is, the less accurate the approximations are (in R it 
has a default value of 0.5). In the R programming language, 
the library for training the t-SNE model using the Barnes-
Hut algorithm is Rtsne [9].

Clustering algorithms such as k-means and k-medians were 
developed as early as the second half of the 20th century, 
making them one of the older but still widely used unsupervised 
machine learning algorithms. A common problem in 
using k-means is that it is less robust to the occurrence of 
outlier observations, and for this reason k-medians is more 
recommended. In each iteration of the algorithm operation, 
for each observation xj, the number of the cluster to the median 
of which the distance is the smallest is sought:

 (5)

based on which the j-th observation is assigned to the Cr 
cluster. In addition, the Weiszfeld geometric median is 
updated, which for the i-th cluster (i ∈ {1,2, …, k}) at iteration 
number t + 1 is expressed by the formula:

 (6)

where Xi
(t) is the set of observation indices that belong to the 

Ci cluster in the t-th iteration, and i
(0) is the first randomly 

selected median of the Ci cluster [10]. Since it is usually up to 
the researcher to choose the parameter k, the algorithm from 
the Kmedian package of the R language [11] was chosen. The 
functions of this library allow finding the optimal number 
of clusters into which the dataset is to be divided when using 
at least 10 different values of the number k. This number is 
sought using 2 algorithms based on inheritance heuristics: 
dimension jump algorithm (Djump) and data-driven slope 
estimation algorithm (DDSE).

Both XGBoost and AdaBoost.M1 are supervised machine 
learning models based on classification trees. They were 
chosen because of the promising results of drainage water 
classification using the random forest model in the authors’ 
previous work.

The XGBoost algorithm was presented in a paper [12] 
in 2016. Its operation begins with the selection of the 
parameters of the number of iterations B, the learning rate 
η, the regularization parameter λ, and γ corresponding to the 
minimum reduction of the loss function L(y,ŷ) at which the 
next division will be created in the tree. The XGBoost classifier 
starts by initializing a fixed value of the model score equal to:

 (7)

where n is the number of observations on which the model 
is trained. In each iteration step b ∈ {1,2, …, B}, the sum of 
the gradients G and the Hessians H for each observation is 
calculated. Then a classification tree is built, the optimization 
of which depends on G and H. 

After building a tree with a certain number of terminal 
regions Rj, where j ∈ {1,2, …,Jb} for each j, a weight is calculated 
in the following way:
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 (8)

where Gj denotes the sum of the gradients, while Hj denotes 
the hessians in leaf j. Then, in the b-th step, the model output 
is updated by:

 (9)

while the final result of the model on the training set is the 
values of the XGBoostB(x) function.

An implementation of the XGBoost algorithm in the R 
programming language can be found in the xgboost library [12].

The AdaBoost.M1 algorithm was presented in 1996 in a 
paper [13]. At the beginning of the algorithm, fixed initial 
weights  are initialized for each observation (xi, yi), where n 
is the number of observations on which the model is trained. 
At each iteration  a weak classifier T(b), which is a decision 
tree, is fitted to the training set and its error is calculated:

 (10)

where  .

With its help, the learning rate αb is calculated, which in 
the adabag library of the R language can be expressed by 
the Breiman formula of the form  or Freund’s  

 [14]. The weights for each observation are then 
updated in the next step

 (11)

Then, after all iterations for each observation, the model 
response is calculated:

 (12)

where δ is the Kronecker delta function.

In this study, statistical analysis of classical physicochemical 
parameters was carried out, data for analysis were obtained 

using measurements from equipment: DR 6000, HACH 
Lange, USA (TSS, COD), Orion VerseStar Thermo Scientidic 
(conductivity), TOC-LCSH/CSN Shimadzu (TN, IC, TC, 
DOC), Waterproof TN-100 Turibidimeter, EUTECH 
INSTRUMENTS, Singapore (turbidity) [6].

Statistical analysis was performed with the Kruskal-Wallis 
test using the kruskal_test function from the rstatix library 
[15]. This is a non-parametric test based on the ranks assigned 
to the observations. It is used to test the null hypothesis that 
the distributions of a variable from each of k ≥3 groups are 
identical, with the alternative hypothesis that there is at least 
one pair of groups in which the distributions are different 
from each other. When the null hypothesis is rejected in the 
Kruskal-Wallis test, post-hoc tests are used. One such test 
is the Dunn test used in this study, and is used to compare 
medians or means in distributions of 2 groups. Its null 
hypothesis is that the parameters being compared in both 
groups are the same, while the alternative hypothesis can 
be either 2-sided or 1-sided. The p-value of the test, due to 
the fact that it is a repeated measures test, is corrected for 
using a matched correction to control for type I error. In this 
case, Holm’s correction was used by sequentially multiplying 
the p-value in each of the multiple comparison tests by an 
increasingly smaller number. Dunn’s test was performed 
using dunnTest function from the FSA library [16].

The graphs and statistical calculations were prepared and 
the models trained using the R statistical computing package 
version 4.4.0 [17].

RESULTS AND DISCUSSION

In order to visualize and show the classification potential, 
the input data space from the gas sensor array was mapped 
to 2 variables using the Barnes-Hut t-SNE algorithm. For 
this purpose, the parameters u = 35 and θ = 0.75, were set, 
the other parameters listed in the algorithm description were 
not changed in value. Figure 1 (on the left) presents the result 
of this algorithm by means of a dot plot of observations in 
a 2-dimensional space of variables. In it, it can be observed 
that the 6 types of samples from which the observations are 
derived are arranged in distinct clusters located far away 
from each other. The points, although from a different sample 
type, and not next to their group, are to the right of and down 
from the cluster of Air observations (shown in red). Among 
them are at least one observation from each of the drainage 

Figure 1. Two-dimensional t-SNE mapping of original data space: dot-plot of original points – different colors denote sample type of each observation 
(on the left) and 6-medians clustering algorithm on t-SNE mapping – colors denote sample types and shapes of points the clusters which the 
observations were assigned to (on the right)
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water samples. All observations from synthetic air (Air) 
and river water (Water – highlighted in blue) samples are 
in unseparated clusters and as observations from reference 
samples are located on opposite sides of the graph.

The t-SNE algorithm in the Barnes-Hut method performs 
significantly better at visualizing data from drainage water 
and river water samples than the PCA shown in a previous 
study. However, because it is an unsupervised method, when 
the true classes of objects are unknown, this method and the 
selection of hyperparameters in it rely on observing point 
clouds that move away from or closer to each other [18].

By the shapes and homogeneity of the groups that form in 
Figure 1 (on the right), it can be purported that the k-medians 
algorithm would perform well with clustering such data. The 
mapped, 2-dimensional data derived from the results of the 
t-SNE algorithm were subjected to k-medians clustering. 
Since the Kmedians function from the package of the same 
name allows finding the optimal number of clusters, the 
performance of the algorithm was tested on between 3 
and 13 groups, to which the observations of the dataset 
were assigned. The critical number of clusters obtained by 
calibration with both DDSE and Djump inheritance methods 
was 6. Figure 1 (on the right) presents the results of clustering 
with the k-medians method for the optimal number k. As 
expected, the points closest to the observations from the 
Air sample were assigned with them to Cluster 1. Moreover, 
Cluster 1 was the only cluster to which more than one class 
of observations was assigned.

The XGBoost model was trained using the grid of 
hyperparameters (Tab. 1). The model achieved classification 
correctness on the training set equal to 87.3% for parameter 
values:

•	 nrounds, which denotes the maximum number of iterations 
equal to 400;

•	 max_depth, which corresponds to the maximum depth of 
a single tree equal to 9;

•	 eta, which is the learning rate of the model equal to 0.01.

In addition, the colsample_bytree parameter, denoting the 
proportion of explanatory variables randomized to single 
learning, was set to a fixed number equal to 0.8. The values 
of the other parameters were left at default.

The results of the XGBoost model on the test set are shown 
in Figure 2. The Accuracy of the model on the test set was 
88.8%, where the best predicted classes were Air (synthetic 
air) and Water (water from the Bystrzyca River), where only 
one observation was incorrectly classified as Sample 2 from 
the drainage.

The AdaBoost.M1 model was trained using the grid of 
hyperparameters (Tab. 1). The model achieved a classification 
accuracy on the training set of 91% for the parameter values:
•	 coeflearn, being the choice of the formula with which the 

learning rate was calculated, the optimal one was Breiman’s 
coefficient;

•	 mfinal, corresponding to the number of iterations equal 
to 200;

•	 maxdepth, which denotes the maximum depth of a single 
tree equal to 10.

The results of the AdaBoost.M1 model on the test set 
are shown in Figure 3. Accuracy of the model on the test 
set was 89.2%, where again the best predicted classes were 
Air and Water. In this case, the model performed better at 
predicting observations from the Sample 3 class (3 more 
correct classifications than in the XGBoost model), but one 
less observation was predicted for the Sample 2 and Water 
classes. The improvement, although small compared to the 
previous model, occurred for both the training and test sets.

The t-SNE algorithm was used in a study [19] that predicted 
groundwater quality in different administrative regions of 
Mexico. The model was used for 2-dimensional visualization 
and to show relationships between different samples. In 
turn, in the study [20] it was used for visualization and 
k-means clustering of observations from groundwater and 
surface water samples contaminated with manure, inorganic 
fertilizers, or wastewater. These applications are similar to 
the use of the t-SNE algorithm in the current study.

The k-medians clustering algorithm was used in the study 
[21] to divide the dataset into clusters that were to contain 
observations with different values of hydraulic flow units 
in different parts of the Williston Basin. Separate machine 

Table 1. Values used in hyperparemeters grid search for the XGBoost 
and AdaBoost.M1 model training

Model Hyperparameter Possible values Optimal value

XGBoost

nrounds 200, 300, 400, 450 400

max_depth 3, 6, 9, 10, 11, 12 9

eta 0.01, 0.1, 0.15, 0,3 0.01

AdaBoost.M1

coeflearn Breiman, Freund Breiman

mfinal 100, 125, 150, 200, 500 200

maxdepth 5, 6, 7, 8, 9, 10, 11 10

Figure 2. Results of XGBoost model on the test set: confusion matrix (on the left) and ROC curves for each of the classes (on the right)
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learning models were then trained on the clustered data. In 
contrast, the study [22] used the k-medians method to classify 
storms at 2 locations. The data were initially transformed 
using the PCA method, this can therefore be considered a 
similar procedure to the present study.

In the study [23], the authors used the XGBoost algorithm 
to predict the value of the α-factor, which accounts for the 
dependence of oxygen transfer efficiency on water quality 
parameters in a wastewater treatment plant. Although the 
model achieved high accuracy, it was discarded for further 
consideration due to the long inference time. In contrast, in 
Pakistan, the XGBoost classifier was used in a study [24] to 
predict Water Quality Class of water samples from field stations 
monitoring water quality. The data came from IoT sensors 
examining temperature, pH, turbidity and total dissolved 
solids. XGBoost was the model with the second best number of 
correct classifications, right after random forest. The percentage 
of correct classifications for each class ranged from 88.3% – 
92.3%. IoT sensor data was also used to train the XGBoost 
and AdaBoost models in the study [25] to predict the values 
of biological oxygen demand and chemical oxygen demand in 
data sets consisting of observations that are measurements for 
samples of different types of wastewater. In most cases, in terms 
of the R2 coefficient, the AdaBoost model performed better, 
but not once was it the best of the trained models. The study 
[26] used the AdaBoost algorithm to classify readings from a 
matrix of gas sensors. Using the 3-input and 3-output (TITO) 
technique for obtaining efficient virtual sensor responses, a 
classification accuracy of 95% was obtained for this model.

In addition to training machine learning models to classify 
observations into groups denoting the types of samples 
from which they originated, classical physical and chemical 
indicators were measured in a river water sample and 4 
drainage water samples. These indicators are Conductivity 
[μS], Total Suspended Solids TSS [mg/l], Chemical Oxygen 
Demand COD [mg/l], Total Carbon TC [mg/l], Total Nitro-
gen TN [mg/l], Turbidity [NTU], Inorganic Carbon IC [mg/l] 
and Dissolved Organic Carbon DOC [mg/l]. Due to the fact 
that the measurements of all these indicators were made in 
3 repetitions for each type of sample, and by not meeting the 
assumption of normality of distribution, it was necessary to 
use non-parametric statistical tests. Namely, the Kruskal-
Wallis rank-sum test was used for each variable. The test 
summaries for each of the indicators – test statistics and 
p-value – are included in Table 2. As can be seen by assuming 
a significance level of α = 0.05 in each test, the null hypothesis 
of no difference between groups should be rejected.

The Kruskal-Wallis test does not provide an answer about 
which groups have statistically significant differences, for this 
reason the Dunn’s multiple comparisons test with Holm’s 
correction was used, a summary of which can be seen in 
Table 3. Despite obtaining a p-value of 0.026 for the IC 
index, the Dunn’s test did not detect significant differences 
between groups determined by different sample types. This 
is because the Kruskal-Wallis test covers all differences and 
has a much higher sensitivity than the Dunn test, which 
with Holm’s correction controls for the FWER (family-wise 
error rate). Moreover, the Kruskal-Wallis test compares the 
distributions of each of the groups, while the Dunn’s test 
checks only whether the medians in the pair of the groups 
tested is the same. For each of the other physical-chemical 
indicators, there is exactly one pair-wise comparison in which 
the corrected p-value is less than 0.05.

Identical information can be read from the graphs in 
Figures 4 and 5, where the statistically significant multiple 

Figure 3. Results of AdaBoost.M1 model on the test set: confusion matrix (on the left) and ROC curves for each of the classes (on the right)

Table 2. Summary of Kruskal-Wallis test of differences between groups 
denoting the type of sample for each of the chemical indicators tested

Variable Statistic p

Conductivity 13.500 0.009

TSS 13.919 0.008

COD 12.088 0.017

TC 13.233 0.010

TN 11.567 0.021

Turbidity 13.033 0.011

IC 11.033 0.026

DOC 13.500 0.009

Table 3. List of all statistically significant comparisons for every chemical 
indicator between groups in Dunn’s multiple comparisons test with 
Holm’s correction

Variable Comparison Z Statistic p unadjusted p adjusted

Conductivity 1 – Water 3.286 0.001 0.010

TSS 2 – Water −3.424 0.001 0.006

COD 3 – Water −2.832 0.005 0.046

TC 1 – Water 3.195 0.001 0.014

TN 3 – Water 2.830 0.005 0.047

Turbidity 2 – Water −3.104 0.002 0.019

DOC 1 – Water 3.286 0.001 0.010
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comparisons in the Dunn test with Holm’s correction and 
their corrected p-values are marked at the top of each with 
horizontal dashes. In addition, these images include boxplots 
of the variability of the measurements of each of the indicators 
tested as determined by the types of samples from which the 
observations were taken. In Figure 4, there are graphs plotted 
for Conductivity, TSS, COD and TC measurements, while 
Figure 5 includes the graphs plotted for TN, Turbidity, IC 
and DOC.

The Kruskal-Wallis test was applied previously in study 
[27] for the analysis of physicochemical parameters, e.g. 
dissolved organic nitrogen and total nitrogen concentrations 
in different wastewater samples. In this article post-hoc tests 
were not performed. Whereas in the study [28], the Kruskal-
Wallis test with subsequent Dunn’s multiple comparisons 
tests were performed for measurements of electrical 
conductivity, pH, chloride, sulfate, nitrate, water hardness, 
turbidity, and colour in samples from the Dunajec River and 
row wells in southern Poland.

CONCLUSIONS

The t-SNE algorithm is a superior method for visualizing 
multivariate data from drainage water samples than PCA. 
However, this is only because information is available that 
the point clouds in Figure 1 visualized groups of different 
classes of samples quite well which, in turn, allowed applying 
the clustering algorithm on 2-dimensional data derived 
from t-SNE. Thus, it can be concluded that the visualization 
obtained using a probabilistic method, such as t-SNE, 
although it turned out to be better, is random even with 
identical model parameters. For this reason, in the absence 
of knowledge of the true classes, it can lead to erroneous 
inferences about the clustering abilities of the data when 
algorithms such as k-medians or k-nearest neighbours are 
applied to them.

Supervised machine learning algorithms based on 
classification trees, as expected, handled the task of 
classifying observations from drainage water, river water 
and synthetic air samples better than the algorithms used in 
previous research The XGBoost algorithm and AdaBoost.M1 

Figure 4. Boxplots of conductivity, TSS, COD and TC in each of the samples’ groups. At the top of each graph are marked the statistically 
significant adjusted p-values in Dunn’s test after Holm’s correction
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achieved 88.8% and 89.2% correct classifications on the test 
set, respectively, while previously 87.6% for MLP and 84.3% 
for the random forest model were obtained [6]. Although the 
current classification is not yet perfect, previous work allows 
the assumption that ensemble model building and deep 
learning models could significantly improve the classification 
quality of these objects.

Statistical analysis of measurements of classical indicators 
using the Kruskal-Wallis test confirms that there are 
significant differences in the distributions of different samples 
classes for each indicator. However, the results of Dunn’s 
multiple comparison tests with Holm’s correction show that 
even in terms of physical and chemical measurements, if 
there is a statistically significant comparison, it is in a single 
pair of sample types. These comparisons occur between river 
water samples and different drainage water samples (Tab. 3). 
For the IC (Inorganic Carbon) variable, not a single adjusted 
p-value less than the accepted level of significance occurred. 
This allows the conclusion that these samples are not easily 
distinguishable from each other, even in terms of the classic 
and widely used indicators that allow testing to assess the 

level of water pollution.
Therefore, it can be concluded that the gas sensor array, 

together with a set of models that classify observations into 
the appropriate samples, is not only more effective, but also 
enables quicker assignment of samples to the appropriate 
group than in the case of classical methods.
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